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Structure of shallow neural network
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Risk

Population Risk

Empirical Risk

Large dimensional, non convex optimization problem



Mean field limit

Let 

where
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Wasserstein metric

Image generated with ChatGPT by Iman Nodozi 



Gradient Flows

Gradient Flow 

Recursion 



Gradient Flows

Gradient Flow

where

Recursion 



Risk functional 

Drift potential Interaction potential



Supervised learning in mean field limit

Supervised learning problem

independent 
of 

potential 
energy; 
linear in

bilinear 
interaction 
energy;
nonlinear in 



With convex regularizer

Regularized risk functional

Nonlinear PDE IVP

where

Mei et al. (2018)



Proximal recursions

Approximate bilinear term as…

where

Proximal recursion 

(Benamou et al., 2016, Sec. 4)



Proximal recursions

where

Proximal recursion

Approximation of regularized risk functional



Proximal recursions

where

Proximal recursion (semi-implicit variant)

Thm. 1:

As , proximal updates converge to solution to PDE IVP.



ProxLearn Algorithm



Euler-Maruyama

where

and



Euler-Maruyama

where

and



Derivation of ProxLearn

Proximal recursion (semi-implicit variant)



where

Discrete version of proximal recursion

Derivation of ProxLearn



where

Derivation of ProxLearn

Regularized discrete version of proximal recursion



Derivation of ProxLearn

Regularized discrete version of proximal recursion

Use Lagrange dual problem
with Lagrange multipliers 

Let:

Proximal update

and

where



Proximal algorithm



Case Study: Binary Classification on WDBC Data

Source: UCI machine learning repository, 2017, Available: http://archive.ics.uci.edu/ml/index.php 

WDBC:
# of features: 

# of data points:

http://archive.ics.uci.edu/ml/index.php


Case Study: Binary Classification on WDBC Data



Case Study: Binary Classification

Mokrov et al (2021) & Bonet et al (2022)Comparison to

Banana:
# of features: 

# of data points:

Diabetes:
# of features: 

# of data points:

Twonorm:
# of features: 

# of data points:



Case Study: Multi-Class Classification

Dua and Graff (2017) http://archive.ics.uci.edu/ml 

Semeion Handwritten Digit Data Set

# of features:

# of data points:

http://archive.ics.uci.edu/ml


Case Study: Multi-Class Classification

Weighted

Unweighted



Learning a sinusoid

Iteration#1 Iteration#1000 Iteration#5000



Learning a sinusoid



Additional Avenues of Research

(*) Infinite width limit on one hidden layer; width of other hidden layers held 
constant

Multiple hidden layer setting

(*) Widths of all hidden layers go to infinity



Thank You

Acknowledgement: 2112755


